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ABSTRACT
Approximate Nearest Neighbor Search (ANNS) in high dimen-
sional spaces is crucial for many real-life applications (e.g., e-
commerce, web, multimedia, etc.) dealing with an abundance of
data. This paper proposes an end-to-end learning framework that
couples the partitioning (one critical step of ANNS) and learning-
to-search steps using a custom loss function. A key advantage of
our proposed solution is that it does not require any expensive
pre-processing of the dataset, which is one of the critical limi-
tations of the state-of-the-art approach. We achieve the above
edge by formulating a multi-objective custom loss function that
does not need ground truth labels to quantify the quality of a
given data-space partition, making it entirely unsupervised. We
also propose an ensembling technique by adding varying input
weights to the loss function to train an ensemble of models to
enhance the search quality. On several standard benchmarks
for ANNS, we show that our method beats the state-of-the-art
space partitioning method and the ubiquitous K-means clustering
method while using fewer parameters and shorter offline training
times. We also show that incorporating our space-partitioning
strategy into state-of-the-art ANNS techniques such as ScaNN
can improve their performance significantly. Finally, we present
our unsupervised partitioning approach as a promising alterna-
tive to many widely used clustering methods, such as K-means
clustering and DBSCAN.

1 INTRODUCTION
𝐾-Nearest Neighbor Search (𝑘-NNS) that finds the 𝑘 closest (or
most similar) data points for a given query point in a high-
dimensional space is a well-studied problem [4, 42, 45, 46]. The
vast amount of high-dimensional data that applications have to
deal with today and an ever-greater need to quickly search for
relevant content necessitate a scalable and efficient search solu-
tion for many domains, including multimedia, e-commerce, and
recommendation systems. Exact solutions to the 𝑘-NNS problem,
where we seek the exact 𝑘 nearest neighbors, are challenging
and computationally intractable due to the phenomenon of the
curse of dimensionality [19]. Thus, they are not practical for many
applications. Recent research has shifted to Approximate Nearest
Neighbors Search (ANNS) [4, 5, 33] to scale the NNS solution
to larger datasets with more dimensions. ANNS aims to quickly
find as many of the true nearest neighbors of the query point
as possible by slightly trading off the returned answer’s accu-
racy. This paper proposes an end-to-end unsupervised learning
solution using neural networks to solve the ANNS problem.
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The established way to search for the k-Nearest-Neighbors
(k-NNs) is to first reduce the search space for finding the most rel-
evant points using indexing methods (such as KD-trees [7], quan-
tization using K-means [22], PCA trees [1, 43], LSH [3, 30] etc.),
and then to speed up the searchwithin those relevant points using
sketching methods (e.g., ScaNN [16], ITQ [15], etc.). This paper
focuses on improving the indexing part to speed up ANNS. Most
existing indexing approaches rely on algorithmic constructions
that are either entirely independent or only weakly dependent
on the data distribution (e.g., KD-trees [7], LSH [3, 30], random
trees [9, 24]). These approaches cannot correctly curate the cre-
ated partitions to specific data distributions. Notably, K-means
clustering, a simple and prominent approach for clustering used
in the implementation of the state-of-the-art ANNS technique
ScaNN [16], can only form convex (mostly spherical) clusters of
the dataset. These simple cluster shapes may not be sophisticated
enough to represent more complex data distributions.

Recently, there has been an increased interest in machine-
learning-based solutions (particularly supervised learning) for in-
dex creation on the data to facilitate efficient search. Notably, [23,
26] argue the case for learning index structures and show the
benefits and potential of replacing core components of database
systemswith learnedmodels. A recent approach,Neural LSH [11],
uses neural nets and graph partitioning to create a space parti-
tioning index, which divides the ambient space of the dataset into
smaller parts. Neural LSH outperforms previous data partitioning
baselines. Neural LSH first creates a 𝑘-NN graph from the dataset
and then partitions the graph to divide the dataset into several
bins using a combinatorial graph-partitioning algorithm [40].
Using the resulting graph partition, it trains a neural network
to learn to classify new query points into specific bins of the
partition. By assigning query points to specific bins, Neural LSH
restricts the further search to the data points within the query’s
assigned bins to find the nearest neighbors. This approach has
several shortcomings: (i) Ground truth labels needed to train the
model are generated in a separate pre-processing step, (ii) the
graph-partitioning algorithm used to create the ground truth
labels takes hours on million-sized datasets, and most impor-
tantly, (iii) the neural network is only used to learn to classify
query points into bins, with the partitioning step not forming a
part of the learning pipeline. As a result, Neural LSH does not
capitalize on the power of function approximation in creating
space-partitioning indexes.

To address the limitations of traditional (e.g., LSH, K-means
clustering, etc.) and learning-based (e.g., Neural LSH) partitioning
solutions, we propose an end-to-end learning solution for scalable
and efficient ANNS. The key intuition of our approach is that we
can create superior partitions of the dataset by having the neural
network itself learns the partition in an unsupervised manner.
We do this by devising a customized cost function, enabling
the neural network to learn the partition without generating
prior training labels. We also propose an ensemble approach that
allows us to merge multiple complementary partitions to improve



indexing performance. Even though we primarily design our
approach to solve the ANNS problem, without loss of generality,
our unsupervised partitioning approach is a promising alternative
to many widely used clustering methods like K-means clustering,
DBSCAN [12], and spectral clustering [35].

We conduct extensive experiments with two standard Nearest
Neighbor Search (NNS) benchmark datasets [5], which show that
our proposed approach yields 5− 10% performance improvement
over the current state-of-the-art models. Moreover, we show that
by incorporating our unsupervised space partitioning strategy,
we can improve the performance of the current best-performing
ANNS method, namely ScaNN, by approximately 40%.

In summary, our contributions in this work are as follows.

• We introduce an end-to-end learning framework for learn-
ing partitions of the dataset without any expensive pre-
processing steps.

• We couple the partitioning and learning stages into a single
step to make both the components aware of each other,
increasing the overall framework’s training efficiency.

• We introduce a custom loss function that can score output
partitions and is differentiable. This loss function ismodel-
agnostic and thus can be applied to any machine learning
architecture (including neural networks) to learn a richer
class of division boundaries.
In our experiments (Section 5), we show that our loss
function makes any model learn better partitions than
those created by the baseline methods in most real-world
settings.

• We propose an ensembling technique by adding varying
input weights to the loss function to train an ensemble
of models to create multiple high-quality complementary
partitions of the same dataset, which enhances indexing
performance.

We organized the rest of this paper as follows: We first discuss
some related work in the field of similarity search in Section 2.We
then formally define the approximate 𝑘-nearest neighbor search
problem in Section 3. Then, in Section 4, we discuss our learning-
based approach for space partitioning and Nearest Neighbor
Search (NNS) in detail. We present our experiments by comparing
the performance of our method with other space-partitioning
baselines in Section 5. Finally, we close with a summary of our
contributions in Section 6.

2 RELATEDWORK
The two major paradigms to solve the ANNS (or NNS) problem
are indexing and sketching.

Indexing methods generally construct a data structure that,
given a query point 𝑞, returns a subset of the dataset called a
candidate set that includes the nearest neighbors of the 𝑞. On
the other hand, sketching methods compress the data points
to compute approximate distances quickly [29, 39, 45, 46]. The
two paradigms are often combined in real-world applications to
maximize the overall performance [16, 21, 47].

2.1 Sketching: Making Distance Computations
Faster

In the sketching approach, we compute a compressed represen-
tation of the data points to transform the dataset from R𝑑 to R𝑑

′
,

such that distances in R𝑑 are preserved in R𝑑
′
. This transforma-

tion makes each distance computation between the query point

and a data point easier since distances are now computed in R𝑑
′

instead of in R𝑑 (𝑑′ < 𝑑). In order to find the nearest neighbors
under this paradigm, the whole dataset (compressed version) still
needs to be scanned and distances computed between all points
in the dataset and the query point.

Machine learning methods have been instrumental in the
sketching approach. Most machine learning methods use a fairly
simple optimization objective to minimize reconstruction error in
the lower dimensional space to preserve distances in the higher
dimensional space. There have been many such works under
"Learning toHash." [45, 46].We highlight the recentwork ScaNN [16],
which develops a novel quantization loss function that outper-
forms previous sketching methods and forms the current state-
of-the-art in the sketching domain.

2.2 Indexing: Reducing the Search Space
Under the indexing paradigm, we discuss graph-based and space-
partitioning approaches. We then explore the benefits of learning
space-partitions for indexing.

2.2.1 Graph-Based Approaches. Graph-based algorithms are
one class of algorithms that reduce the number of points to search
through. Graph-based algorithms [13, 17, 18, 32] construct a
graph from the dataset (can be a 𝑘-NN graph) and then perform a
greedy walk for each query, eventually converging on the nearest
neighbor(s). While graph-based methods are very fast, they have
suboptimal locality of reference and access the datasets adap-
tively in rounds. This makes graph search not ideal in modern
distributed systems that often store the data points in an external
storage medium since access to that medium could be very slow
relative to searching and processing indices of data points [11].

2.2.2 Space PartitioningMethods. Another class of algorithms
is space-partitioning algorithms. These methods partition the
search space into several bins by dividing the ambient space of
the dataset R𝑑 . In this paper, we focus on the space-partitioning
approach. Given a query point 𝑞, we identify the bin containing
𝑞 and produce a list of nearby candidates from the data points
present in the same bin (or, to boost the k-NN recall, in nearby
bins as well).

Space partitioning methods have numerous benefits [11]. First,
they are naturally applicable in distributed settings, where dif-
ferent machines can store points in different bins. Furthermore,
each machine can do a nearest neighbor search locally using
other NNS methods to speed up the search further. Finally, unlike
graph-based methods, space partitioning/data clustering meth-
ods only access the data points in one shot, only requiring access
to the dataset points once it finds a candidate set and identifies
the relevant points within it.

Popular space partitioning methods include LSH [3, 10, 30],
Quantization-based approaches, where partitions are obtained
using K-Means clustering of the dataset [22], and tree-based
approaches such as random-projection or PCA trees [6, 9, 24, 43].

Classical space-partitioning algorithms like LSH [3, 10, 30],
KD-trees, and random projection trees [8, 9] cannot effectively
optimize a partition to a specific data distribution. In our experi-
ments in Section 5, we show that these approaches (especially
LSH and random trees projection trees) perform poorly com-
pared to the other baselines. To create partitions better tailored
to individual data distributions, we now look into learning based
methods for space partitioning.



2.3 Learning Indexes for Space Partitioning
There has been some prior work on incorporating machine learn-
ing techniques to improve space partitioning in [7, 28, 38]. We
highlight in particular the work in [28], termed Boosted Search
Forest, which introduces a custom loss function similar to our
method. However, Boosted Search Forest, like [7] and [38], can
only learn hyperplane partitions to split the dataset. This limits
their partitioning performance as hyperplanes may not be suffi-
cient to split more sophisticated data distributions. In contrast,
our loss allows any machine learning model to learn a wider
class of partitions for a dataset. Moreover, using our loss, even
a simple logistic regression model can learn better hyperplane
partitions than these prior learning approaches, indicating that
our loss function can better score partitions than the loss used in
Boosted Search Forest.

A recent relevant work, Neural LSH [11] uses supervised learn-
ing with neural networks to create a space partitioning index by
first creating a k-NN graph of the input dataset and running a
combinatorial graph partitioning algorithm to obtain a balanced
graph partition. The graph partition divides the dataset into sev-
eral bins. It then trains the neural network to correctly classify
out-of-sample query points to specific bins of the partition.

Apart from the above, other notable recent works on learned
indexes such as Flood [34] and Tsunami [34] are summarized
in [2]. While these learned indexes are very efficient, they do not
scale well to high-dimensional datasets, which is our focus in
this paper.

3 PROBLEM DEFINITION
Let R𝑑 be a 𝑑-dimensional space. Given a dataset 𝑋 = {𝑝1, ..., 𝑝𝑛}
of size 𝑛 in R𝑑 and a query point 𝑞 ∈ R𝑑 , 𝑘-nearest neighbor
search returns the top-𝑘 ranked points from 𝑋 that are the most
similar to the query point 𝑞. We can use the Euclidean dis-
tance or any custom distance function to define the distance
between any two points, 𝑥 and 𝑦, in the data space. For exam-
ple, if the distance function 𝐷 is Euclidean distance, then we
define the distance between 𝑞 and data point 𝑝𝑖 as 𝐷 (𝑞, 𝑝𝑖 ) =√︃
(𝑞1 − 𝑝1

𝑖
)2 + (𝑞2 − 𝑝2

𝑖
)2 + · · · + (𝑞𝑑 − 𝑝𝑑

𝑖
)2. Inmodern large-scale

applications, either 𝑛, 𝑑 , or both are large, with 𝑛 often being
billions or more. When answering nearest neighbor queries
in real-time, explicitly computing 𝐷 (𝑞, 𝑝𝑖 ) for all points in the
dataset can be prohibitively expensive. If 𝑛 is large, traversing
the whole dataset to find 𝑘-NN is intractable, and if 𝑑 is large,
computing the 𝐷 function itself is time-consuming for each data
point.

Thus, in Approximate 𝑘-Nearest Neighbor Search (ANNS), we
relax the requirement of retrieving the exact top-k ranked points
from 𝑋 w.r.t 𝑞. In ANNS, we return 𝑘 points close to 𝑞, ensuring
that as many of them are the true 𝑘-nearest neighbors of 𝑞 as
possible. Let 𝑁 ′

𝑘
(𝑞) be the answer set of 𝑘 data points returned

by the ANNS, and 𝑁𝑘 (𝑞) be the answer set of true 𝑘-NN for the
query point 𝑞. Thus, in the ANNS, we aim to maximize k-NN
accuracy of the answer set, where,

k-NN accuracy =
|𝑁 ′

𝑘
(𝑞)⋂𝑁𝑘 (𝑞) |

𝑘
(1)

4 OUR METHOD
This section presents the details of our proposed method to solve
the ANNS problem using an unsupervised learning-based ap-
proach. First, we give a high-level overview of the proposed

approach. We then discuss the details of the different core compo-
nents of the system. Finally, we present a couple of enhancements
that include ensembling and hierarchical partitioning schemes.

In this work, we improve upon the state-of-the-art partitioning
method Neural LSH [11]. Neural LSH takes hours to preprocess
a million-sized dataset to generate training labels to pass to the
neural network. In contrast, our model takes less than two hours
to learn high-quality partitions, even on constrained hardware
resources. More importantly, Neural LSH does not use the neural
network to create the partitions themselves. We introduce an end-
to-end learning method that uses a novel loss function to create
dataset partitions and learn to classify out-of-sample queries in a
single learning step.

4.1 Overview
We present a high-level overview of our proposed approach in
Figure 1. In general, the ANNS consists of two distinct phases,
(i) the offline phase, where we train the model to partition the
dataset, and (ii) the online phase, to answer queries in real-time
using the trained model.

In the offline phase, we use the dataset points in 𝑋 , the NN
matrix (described in Section 4.2.1), and the loss function (de-
scribed in Section 4.2.2) to train the model in the training loop.
The trained model is then used to partition the dataset and create
a lookup table to speed up the retrieval of candidate sets in the
online phase. In the online phase, the trained model identifies
the most likely bins to which the query 𝑞 belongs. The dataset
points inside these bins are retrieved using the lookup table to
form a candidate set of points containing probable nearby points
of 𝑞. Finally, we search the reduced point sets in the candidate
set to find the ANN of 𝑞.

4.2 The Offline Phase
In the offline phase, we use the 𝑛 points in the dataset 𝑋 to train
a machine learning model, 𝑀 , to create a partition of the data
space into𝑚 bins.

4.2.1 Preprocessing. In this step, we create a 𝑘′-NN matrix 1

from the dataset 𝑋 . The 𝑖𝑡ℎ row of the 𝑘′-NN matrix contains
the 𝑘′ nearest neighbors of 𝑝𝑖 from 𝑋 .

This matrix captures the geometry and distribution of 𝑋 and
provides this information to the model and the loss function.
The 𝑘′-NN matrix is essentially a 𝑘′-NN graph many indexing
methods use, represented as an adjacency list. Figure 2 shows
the representation of the 𝑘′-NN matrix, where 𝑝𝑖 represents the
𝑖𝑡ℎ point in 𝑋 . The 𝑖𝑡ℎ row in the matrix corresponds to all the
𝑘′ NNs of the 𝑝𝑖 . The matrix shown is a 5-NN matrix: Each row
contains the five nearest neighbors of the corresponding point.
Note that this is the only preprocessing in our proposed approach.

Preparing this matrix takes approximately 30 minutes on
the million-sized dataset we used in our experiments. We com-
pute all pairwise distances by traversing the whole dataset only
once in the offline phase. In practical applications, the 𝑘′-NN
matrix is computed in the offline phase beforehand and stored in
disk/cache for fast retrieval.

4.2.2 The Loss Function. In this section, we discuss our
proposed loss function, which is the key to our unsupervised
learning-based solution. The key intuition of the custom loss

1Note that this 𝑘 ′ can be different from the 𝑘 used at query time for finding the
approximate 𝑘 nearest neighbors w.r.t. the query.



Figure 1: Overview of our method.

𝑝0 𝑝7 𝑝10 𝑝3 𝑝21 𝑝11
𝑝1 𝑝0 𝑝20 𝑝19 𝑝7 𝑝5
𝑝2 𝑝4 𝑝9 𝑝20 𝑝17 𝑝8
... ... ... ... ... ...

Figure 2: 5-NN matrix created from the dataset before
model training in the offline phase.

function to obtain a quality dataset partition comes from the
following two objectives:

(1) Quality of candidate sets generated: Intuitively, for a given
query point 𝑞, a high-quality candidate set would have
most or all of the nearest neighbors of 𝑞 contained within
the candidate set.

(2) Even distribution of data points among all bins: Ensuring
even distribution of the 𝑛 data points among all the𝑚 bins
of the partition (roughly 𝑛/𝑚 points per bin) results in
smaller candidate set sizes generated per query on average.
We desire fewer points per candidate set (𝐶) since the
candidate set size |𝐶 | is proportional to computation cost:
We need to iterate through the points in 𝐶 to return the
nearest neighbors of 𝑞.

The loss computes how far away a given partition is from our
desired objectives. The loss has two factors: (i) the quality cost,
which measures how bad on average a candidate set is for a query,
and (ii) the computational cost, which measures how far away the
partition is from being a balanced one.

We define the terms used in the loss formulation in Table 1:

2Note that our model returns the probability distribution of a point being in different
bins of the given partition. In order to formulate the loss during model training, we
only consider the most likely bin the model assigns to an input point.

Notation Meaning
𝑋 ∈ R𝑑 The 𝑑 dimensional dataset to be partitioned
𝑄 Set of queries {𝑞1, 𝑞2, ..}, not necessarily

present in 𝑋
𝑅 A partition that divides 𝑋 into𝑚 bins

𝑁𝑘 ′ (𝑝) set of true 𝑘′-nearest neighbors of point 𝑝
from 𝑋

𝑅(𝑝) the most likely bin 2 in 𝑅 that might contain
𝑝

𝐶 (𝑝) Candidate set of 𝑝
Table 1: Notations used

In 𝑁𝑘 ′ (𝑝), 𝑝 ∈ R𝑑 can either be a query point not present in
𝑋 , or a data point in 𝑋 . Note that the 𝑘′-NN matrix we defined
earlier helps us to quickly retrieve 𝑁𝑘 ′ (𝑝𝑖 ) for any point 𝑝𝑖 by
simply indexing into the 𝑖th row of the 𝑘′-NN matrix.

For a given partition 𝑅, 𝐶 (𝑝) is the set of all points in 𝑋 that
are present the bin 𝑅(𝑝). Therefore, for a point 𝑝 , 𝐶 (𝑝) denotes
its candidate set.

Finally, 𝑄 denotes the set of all query points, where points in
𝑄 are not necessarily present in 𝑋 .

We can now define the quality cost and the computation cost
of 𝑅 as follows:

• The quality cost of 𝑅,𝑈 (𝑅), can be defined as:

𝑈 (𝑅) =
∑︁
𝑞∈𝑄

∑︁
𝑝∈𝑁𝑘′ (𝑞)

1𝑅 (𝑝 )≠𝑅 (𝑞) (2)

– Where1 is the indicator function. The factor1𝑅 (𝑝 )≠𝑅 (𝑞)
can otherwise be expressed as:

1𝑅 (𝑝 )≠𝑅 (𝑞) =

{
1, if 𝑅(𝑝) ≠ 𝑅(𝑞)
0, otherwise

(3)



where 𝑅(𝑝) ≠ 𝑅(𝑞) if the bin in 𝑅 that contains 𝑝 is not
the same as the bin that contains 𝑞.

• The average computation cost of 𝑅, 𝑆 (𝑅), can be deter-
mined by taking the mean of the candidate set sizes of all
the query points:

𝑆 (𝑅) = mean
𝑞∈𝑄

|𝐶 (𝑞) | (4)

To create a partition that serves as an efficient index for search-
ing the 𝑘 nearest neighbors, we need to find 𝑅 that minimizes
both𝑈 (𝑅) and 𝐶 (𝑅). Mathematically,

𝑅optimal = min
𝑅

{𝑈 (𝑅) + 𝜂.𝑆 (𝑅)} (5)

where 𝜂 is a balance parameter that trades off between the
two factors of the cost.

We can implement our loss function using any standard mod-
ern machine learning library that supports tensor operations
with automatic differentiation, which will allow the framework
to compute the gradients of our loss function with respect to the
parameters of any machine learning model without explicitly
formulating them.

Computing quality cost: For simplicity, let us assume that
any data point 𝑝𝑖 can be a query. Now, we show how to compute
𝑈 (𝑅) for a single data point, 𝑝𝑖 ∈ R𝑑 , in 𝑋 .

First, we input 𝑝𝑖 into the model𝑀 , to get 𝑏𝑖 as follows.

𝑀 (𝑝𝑖 ) = 𝑏𝑖 =
(
𝑏1
𝑖

𝑏2
𝑖

... 𝑏𝑚
𝑖

)
(6)

Here𝑀 (𝑝𝑖 ) is the model’s output for the point 𝑝𝑖 , and 𝑏
𝑗
𝑖
is the

probability of point 𝑖 being assigned to bin 𝑗 .
We now determine to which bin 𝑝𝑖 should be assigned if the

partition is optimal. To do this, we use the𝑘′-NNmatrix to quickly
retrieve 𝑁𝑘 ′ (𝑝𝑖 ), the set of true 𝑘′-nearest neighbors of 𝑝𝑖 from
𝑋 , as:

𝑁𝑘 ′ (𝑝𝑖 ) =
(
𝑝1 𝑝2 ... 𝑝𝑘 ′

)
(7)

Here 𝑝 𝑗 is the 𝑗th nearest neighbor of 𝑝𝑖 in 𝑋 .
We pass all the points in 𝑁𝑘 ′ (𝑝𝑖 ) through the model to get the

model’s outputs for the 𝑘′-nearest neighbors of 𝑝𝑖 .

𝑀{𝑁𝑘 ′ (𝑝𝑖 )} =
𝑏1
...

𝑏𝑘 ′

©«
𝑏11 𝑏21 ... 𝑏𝑚1
...

𝑏1
𝑘 ′ 𝑏2

𝑘 ′ ... 𝑏𝑚
𝑘 ′

ª®®¬ (8)

Here, 𝑏 𝑗 is the model’s output for the 𝑝 𝑗 .
Next, we determine the distribution of the points in 𝑁𝑘 ′ (𝑝𝑖 )

among the available bins. To do this, we take the proportion of
points assigned to each bin from𝑀{𝑁𝑘 ′ (𝑝𝑖 )} to get the following.

𝐵𝑘 ′ (𝑝𝑖 ) =
(
�̂�1 �̂�2 ... �̂�𝑚

)
(9)

where, 𝐵𝑘 ′ (𝑝𝑖 ) lists the proportion of points among the 𝑘′-
NNs of 𝑝𝑖 that belong to each bin.

Ideally, we want the model output for 𝑝𝑖 to indicate the dis-
tribution of its nearest neighbors over all the bins. Therefore,
we take 𝐵𝑘 ′ (𝑝𝑖 ) as the ground truth labels for the point 𝑝𝑖 and
compute 𝑝𝑖 ’s quality loss as the cross entropy loss between
𝐵𝑘 ′ (𝑝𝑖 ) and𝑀 (𝑝𝑖 ):

𝑈 (𝑅) for 𝑝𝑖 = cross_entropy_loss(𝑏𝑖 , 𝐵𝑘 ′ (𝑝𝑖 )) (10)

Finally, to compute𝑈 (𝑅) for the entire dataset 𝑋 , we calculate
𝑈 (𝑅) using Equation 10 for every point in 𝑋 and then take the
average.

Computational cost: For determining the computation cost
factor of the loss function, 𝑆 (𝑅), we need the model’s output on

all the points in the dataset 𝑋 . We pass the entire 𝑋 through the
model,𝑀 , to get the following output as𝑀 (𝑋 ).

©«
𝑏11 𝑏21 ... 𝑏𝑚1
...

𝑏1𝑛 𝑏2𝑛 ... 𝑏𝑚𝑛

ª®¬ (11)

Here, 𝑏 𝑗
𝑖
is the probability that the model assigned point 𝑖 to

bin 𝑗 .
Our target is to make the model evenly distribute the 𝑛 points

in 𝑋 among all the𝑚 available bins. Therefore, we ideally want
each bin to contain 𝑛/𝑚 points. In the model outputs,𝑀 (𝑋 ), in
Equation 11, each 𝑖th row denotes the model outputs for the
𝑖th point in 𝑋 , and the 𝑗th column denotes the probabilities of
assigning each of the 𝑖 points to the 𝑗th bin.

To ensure an even distribution of points between the available
bins, we want all the 𝑛 points in the dataset to be assigned to the
𝑚 available bins evenly, such that each bin has approximately
𝑛/𝑚 points assigned to it. For each query point, 𝑞, our model
outputs a probability distribution over the available bins for as-
signing 𝑞. We assign 𝑞 to the bin with the highest probability
from this distribution. Therefore, for a balanced partition, we
want each column to only have 𝑛/𝑚 high values, since the 𝑖th
high probability value in the 𝑗th column corresponds to point 𝑖
being assigned to the 𝑗th bin. To that end, we filter the highest
𝑛/𝑚 probability values by selecting the highest 𝑛/𝑚 values in
each column of the output matrix to get a window, 𝑤 , of high
probability values:

𝑤 = max 𝑛/𝑚 values across each column of𝑀 (𝑋 )

=
©«
𝑏11 𝑏21 ... 𝑏𝑚1
...

𝑏1
𝑛/𝑚 𝑏2

𝑛/𝑚 ... 𝑏𝑚
𝑛/𝑚

ª®®¬
(12)

To calculate 𝑆 (𝑅), we sum all the entries in the window, 𝑤 ,
from Equation 12 and negate it:

𝑆 (𝑅) = −
∑︁

w (13)

Minimizing 𝑆 (𝑅) leads to higher values in the 𝑛/𝑚 window,
creating a more balanced partition.

Caveats: In the operations detailed above, we calculate the
loss using only the data points in 𝑋 , even though our loss for-
mulation in Equations 2 and 4 requires a set of query points.
In our formulation, we assume that the query points follow the
same distribution as the data points in 𝑋 . Therefore, we can use
only the points in 𝑋 to compute the loss.

Another caveat of our loss is that we can only calculate it over
a batch of input points and not for individual data points like
in other loss functions typically used in machine learning (We
calculate 𝑆 (𝑅) over the entire batch of points). We need a batch of
points to compute 𝑆 (𝑅) because the model cannot learn anything
about the underlying distribution of 𝑋 from a single data point.
As a result, we need special care when using mini-batches for
model training.

Batching: So far, we assume that the output matrix of the
whole dataset is available to us for calculating the loss value. In
practice, the output matrix of the entire dataset may not fit in
GPU or CPU memory during model training. In this case, we
can approximate the data distribution by randomly sampling a
smaller batch of points from the dataset for each iteration of the
training loop. As long as our sampling technique is uniform (i.e.,
we choose every point in𝑋 for a particular mini-batch with equal
probability), the sampled mini-batch will have roughly the same



Algorithm 1 Offline Phase - Train model to create space parti-
tioning index

Input: Dataset 𝑋 ∈ R𝑑 , nearest neighbors to use 𝑘′ > 0 ,
number of bins𝑚, Distance function 𝐷

(1) Create a 𝑘′-NN matrix by computing pairwise distances
using 𝐷 between all points in 𝑋 , then storing indices of
true 𝑘′ nearest neighbors of each point.

(2) Train a machine learning model𝑀 with the loss function
defined in 4.2.2. This model jointly learns a partition of 𝑋
and learns to classify new points to assign queries into
bins.

(3) Run inference on all points in 𝑋 to form a partition 𝑅 of
𝑋 . Store the point indices to keep track of the points in 𝑋
assigned to each bin in a lookup table.

distribution of points as 𝑋 . Our experiments show that sampling
even just ≈ 4% of the dataset per mini-batch leads to relatively
high-quality learned partitions.

4.2.3 Training the Model. Algorithm 1 outlines the whole
learning process. We detail the algorithm steps below.

In Step 1 we create the 𝑘′-NN matrix using a given distance
measure 𝐷 . Then, in Step 2, we use the points in 𝑋 , the 𝑘′-NN
matrix, and the loss function defined above to train a model to
create a partition of the dataset 𝑋 with 𝑛 points ∈ R𝑑 , dividing it
into a predetermined number (say𝑚) of bins. We use the machine
learning model in this setting to output a probability distribution
over the bins assigned to 𝑞.

Wewant ourmodel to generalize well to query points (𝑞 ∈ R𝑑 )
outside of 𝑋 (i.e., queryWedel has never seen during training).
Therefore, we have to cluster the dataset 𝑋 into𝑚 bins and also
partition the entireR𝑑 for the range occupied by the dataset. Neu-
ral networks are suitable for this task. They can learn complex
decision boundaries optimized for a specific dataset and use reg-
ularization techniques to prevent overfitting on the training data.
We learn the partition by minimizing the loss function defined
in Section 4.2.2.

After the model training is complete, in Step 3, we pass the
entire dataset of points (𝑋 ) through the model to obtain the
learned partition of the dataset 𝑋 . In the online phase, we need
to quickly retrieve all the points in 𝑋 belonging to a particular
bin. To speed up this retrieval, we store the indices of the points
in 𝑋 assigned to each bin in a lookup table.

4.3 The Online Phase
Once the system trains the model and creates the lookup table
outlined in the previous section, it is ready to answer queries in
the online phase. Algorithm 2 outlines the online phase.

In Step 1, we pass the given query point 𝑞 through the model
to get 𝑀 (𝑞), a probability distribution over assigned bins of 𝑞.
In step 2,𝑀 (𝑞) is used to determine the set of bins 𝑏𝑞 the query
point might belong to. Then, using the lookup table created in
the offline phase, we retrieve all the points in 𝑋 that also belong
to the bins in 𝑏𝑞 to form the candidate set of points,𝐶 (𝑞). Finally,
in Step 3, we search through the points in 𝐶 (𝑞) to return the
𝑘-Nearest Neighbors of 𝑞. Hence, we reduce the search space
from the entire dataset to just 𝐶 .

Instead of searching in just one bin, we use the probability dis-
tribution output by the model to search in the𝑚′ most probable
bins. This way, we trade-off higher nearest neighbors accuracy

(since we are more likely to find neighbors close to 𝑞 simply
by searching through more nearby points) at the cost of higher
search time (since we need to search through a larger candidate
set).

Algorithm 2 Online Phase: Return the k-nearest neighbors for
a query point

Input: Query Point 𝑞 ∈ R𝑑 , number of bins to search𝑚′,
number of nearest neighbors to return 𝑘 , Distance function 𝐷 ,

Trained model𝑀 .
(1) Run inference on point 𝑞 by computing𝑀 (𝑞)
(2) From𝑀 (𝑞), for the most probable𝑚′ assigned bins 𝑏𝑞 =

{𝑏1, 𝑏2, ..., 𝑏𝑚′ }, retrieve all points from𝑋 that are assigned
to any of 𝑏𝑞 , using the lookup table from Step 3 in Algo-
rithm 1, to form the Candidate Set (𝐶)

(3) For all points in 𝐶 , compute 𝐷 (𝑞, 𝑝𝑖 ), and return the 𝑘
most similar points to the query.

4.4 Optimizations
In this section, we propose two additional components: (i) A
boosting method that uses an ensemble of models to create mul-
tiple partitions, and ii) a hierarchical partitioning strategy that
recursively divides the dataset to get finer dataspace partitions.

4.4.1 Ensembling. In applications where high 𝑘-NN accuracy
is crucial, we can boost the accuracy by training multiple models
sequentially, with each model generating a different partition
for the same dataset. We call this approach ensembling, where
we create an ensemble of models. Ensembling allows us to create
a set of complementary partitions for a single dataset. The intu-
ition behind ensembling is that different models can specialize
in different regions of the data space. Working together, these
models can increase the quality of candidate sets generated for
any query point. Figure 3 illustrates this intuition.

Algorithm 3 Ensembling

Input: Dataset 𝑋 ∈ R𝑑 containing 𝑛 points, Initial input weights
𝑊1 = {𝑤1

1 ,𝑤
1
2 , ...,𝑤

1
𝑛}, Number of models in ensemble 𝑒

(1) for 𝑗 ∈ 1, 2, ...𝑒 do:
(a) Train model𝑚 𝑗 to learn partition 𝑟 𝑗 , using weights𝑊𝑗 ,

by modifying the quality cost of the loss function:

𝑈 (𝑟 𝑗 ) =
𝑛∑︁
𝑖=1

𝑞𝑖 .𝑤
𝑗
𝑖

∑︁
𝑝∈𝑁𝑘′ (𝑞𝑖 )

1𝑟 𝑗 (𝑝 )≠𝑟 𝑗 (𝑞𝑖 ) (14)

(b) Obtain new weights for use in the next model:

𝑤
𝑗+1
𝑖

=
∑︁

𝑝∈𝑁𝑘′ (𝑞𝑖 )
1𝑅 (𝑝 )≠𝑅 (𝑞𝑖 )

𝑤
𝑗+1
𝑖

= 𝑤
𝑗+1
𝑖

.𝑤
𝑗
𝑖

Our ensembling algorithm is based on AdaBoost [41]. How-
ever, unlike AdaBoost, instead of training many weak learners,
we use this boosting formulation to create many complementary
partitions, to improve the quality of the generated candidate set.
Boosted Search Forest [28] used this concept in a similar fashion.

To create an ensemble of models, we first assign weights to
each point in 𝑋 . We update the quality cost factor of the loss
function as in Equation 14 in Algorithm 3 to incorporate these



Figure 3: Ensembling with two models. Here, Model 2 (M2) performs better with the yellow query point, resulting in the
second model outputting a higher confidence value.

Algorithm 4 Querying with ensembling
Input: Query point 𝑞, Ensemble of trained models

(𝑀1, 𝑀2, ..., 𝑀𝑒 )
(1) Run inference on the query point 𝑞 on all the models

(𝑀1, 𝑀2, ..., 𝑀𝑒 ) in the ensemble to get corresponding bin
assignments of each model.

(2) Each model,𝑀𝑖 , returns a candidate set, 𝑐𝑖 ,

𝐶 = {𝑐1, 𝑐2, ..., 𝑐𝑒 }
(3) Take each model’s highest probability as its confidence

value, 𝜎𝑖 :
𝑆 = {𝜎1, 𝜎2, ..., 𝜎𝑒 }

(4) the best candidate set is the one with the highest confi-
dence score:

𝑐𝑏𝑒𝑠𝑡 = 𝐶 [𝑎𝑟𝑔𝑚𝑎𝑥𝑆 ]
(5) search through the items as before on only the best candi-

date set to return the nearest neighbors of 𝑞

weights. We train the different models in the ensemble sequen-
tially. We assign equal weights to all the data points for training
the first model. After training the first model, we use the trained
model to obtain new input weights for the second model. We can
then train the second model using the new input weights and so
on. In Algorithm 3,𝑤 𝑗

𝑖
represents the 𝑖𝑡ℎ data point’s weight for

the 𝑗𝑡ℎ model in the ensemble.
Intuitively, eachmodel tries to optimize its partition to perform

better for points with which all the previous models performed
poorly. Each model in the ensemble will tune its partition to
give more importance to "difficult" points (i.e., points with a high
weight value) since they contribute more to the quality factor
of the loss. We ensure that the weights of the following models
in the ensemble only try to optimize for the points in which
previous models could not do well by multiplying the weights of
all points with the weights of the previous models. Multiplying
the weights like this ensures that only points with high weights
for all previous models will have high weights for the next model.

In the online phase, we pass the query point 𝑞 through all the
models in the ensemble. Since eachmodel𝑀𝑖 returns a probability
distribution over assigned bins, we can return the highest proba-
bility as the confidence value of𝑀𝑖 . Then, we select the candidate
set corresponding to the model with the highest confidence value

Figure 4: Dividing a dataset hierarchically with three
models (one root model and two leaf models), finally

resulting in a partition with four bins

as the output candidate set of the ensemble. Algorithm 4 outlines
the querying process.

4.4.2 Hierarchical Partitioning. When the number of required
bins𝑚 is large, training can become difficult as we attempt to
partition a large dataset into many bins in a single pass. In order
to make training more efficient, we can recursively partition the
dataset into 𝑚1 bins at the first level, then subdivide each of
those bins into𝑚2 bins at the second level, and so on, resulting
in a total of𝑚1 ·𝑚2 · .... ·𝑚𝑙 bins for 𝑙 level-partitioning. This is
illustrated in Figure 4.

For a query point 𝑞, we pass 𝑞 from the top of the tree down to
the leaves. We multiply the assigned probabilities of each model
down the tree to obtain the final probability of assigning 𝑞 to each
of the bins in the leaves. Hierarchical partitioning allows us to
simplify the learning process for each model. Further, each model
can have fewer parameters and be simpler since each model’s
learning task is more straightforward. As a result, we can often
train a tree of models that takes up lesser total memory than a
single large and complex model needed to partition the same
dataset in a single pass.

4.5 Time Complexity Analysis
The online phase of our algorithm is sublinear as we do not have
to traverse the entire dataset to find a query’s k-NNs. For a given
query point 𝑞, our algorithm follows two steps to find 𝑞’s k-NNs.
First, we feed 𝑞 to our model to find the associated bins of 𝑞 and



thus its candidate set. Second, we traverse the candidate set to
find 𝑞’s nearest neighbors (by brute-force search). The first task
is of order 𝑑 , the dimensionality of 𝑞, since the input layer of the
trained model takes 𝑑 values for multiplication. The second task
is of order 𝑐𝑑 , where 𝑐 is the largest candidate set size, since we
need to traverse the entire candidate set to find 𝑞’s k-NNs. Thus,
finding k-NNs of a single query point 𝑞 using our approach is an
operation of order 𝑂 (𝑐𝑑 + 𝑑).

5 EXPERIMENTS
We present detailed experimental evaluations of our proposed
approach and compare the results with the state-of-the-art base-
lines using several real datasets. We first discuss the experimental
settings that include datasets, baselines, performance metrics,
and parameters of the experiments. We then discuss the imple-
mentation details of the algorithm and present our experimental
evaluation. Finally, we compare our space-partitioning perfor-
mance with that of common clustering methods.

5.1 Experimental Settings
Here, we discuss the datasets, state-of-the-art baseline approaches,
and different parameters of our experiments.

5.1.1 Datasets. For our experimental benchmarks, we used
two standard ANN benchmark datasets [5]:

• SIFT: 1M data points, each having 128 dimensions
• MNIST: 60k data points, each having 784 dimensions

Both datasets come with 10k query points that are not present
in the training dataset. We choose these datasets as they encom-
pass both aspects of large-scale datasets: a high number of points
(SIFT has 1M points), and high dimensionality (MNIST has 784
dimensions), with data taken from real-world applications.

5.1.2 Baselines. We compare our approach with several space
partitioning baselines, outlined in Section 5.2. Notably, we com-
pare with the state-of-the-art Neural LSH [11] and K-means
clustering. Neural LSH [11] is currently the best-performing
deep learning based space-partitioning approach. On the other
hand, K-means clustering is a well-known technique used in
many production systems for partitioning the dataset before
ANN search or other processing. For both baselines, we use the
same codebase and settings found in the Neural LSH [11] pa-
per: https://github.com/twistedcubic/learn-to-hash. To demon-
strate how our partitioning strategy can enhance the performance
of the state-of-the-art non-learning ANNS techniques, we incor-
porate our method with ScaNN and compare the performance
with vanilla ScaNN [16], HNSW [31], and FAISS [21].

5.1.3 Performance metrics. To evaluate the effectiveness of
the baseline approaches, we compare and evaluate the trade-offs
between two key metrics:

(1) The 𝑘-NN accuracy: The fraction of the true 𝑘-Nearest
Neighbors (𝑘-NN) that are present among the 𝑘 returned
points by the algorithm.

(2) The size of the candidate set: The number of points in the
candidate set 𝐶 represents the query processing time, as
we need to search through all the points in𝐶 to return the
𝑘-NN.

In general, more candidates present in the candidate set for any
partitioning (or clustering) algorithm lead to a larger 𝑘-NN accu-
racy.

5.1.4 Parameters. Our algorithm exposes a lot of tuneable pa-
rameters for the user to optimize the framework to their specific
application needs. Changing each of these parameters affects a
different part of the model. These parameters include:

(1) Integer 𝑘′: This value specifies the number of nearest
neighbors to consider when building the 𝑘′-NN matrix in
the offline phase. Setting a larger 𝑘′ provides more infor-
mation to the model and loss during training at the cost of
requiring more memory during training. However, setting
𝑘′ too high would result in far-away points becoming near-
est neighbors for many data points. We found that setting
𝑘′ to 10 creates sufficiently good dataset partitions while
using less memory during training. Also, setting larger
values of 𝑘′ does not appreciably increase the quality of
the created partitions.

(2) Integer𝑚, number of bins to split the dataset into:𝑚 affects
how finely the model splits the dataset during training
and, in turn, how "difficult" the problem is for the neural
network. Setting 𝑚 to 16 for a 1M sized dataset, for in-
stance, means that the dataset will be almost evenly split
among 16 bins, resulting in about 1𝑀/16 = 62500 points
per bin. On the other hand, setting𝑚 to 256 for a 1M sized
dataset partitions the dataset into 256 bins, with each bin
having 1𝑀/256 ≈ 3900 points.

(3) Integer 𝑒 , number of models in the ensemble: 𝑒 denotes
the number of models to train for a single dataset. Each of
the 𝑒 models describes a different partition of the dataset.
Since each model optimizes for the poorly placed points
in all previous partitions, having more models increases 𝑘-
NN accuracy for the same candidate set size. Also, having
a larger 𝑒 means that each model can be simpler and can af-
ford to learn simpler (might not be high-quality) partitions
(using a neural network with fewer parameters). Learn-
ing simpler models does not sacrifice partitioning quality
since the greater number of models in the ensemble can
boost the quality of the returned candidate set of the indi-
vidually weak models. However, a larger 𝑒 comes at the
cost of longer training times (since each of the 𝑒 models
trains sequentially) and higher memory usage (since each
of the models must be stored, along with their individual
lookup tables).

(4) Model Complexity: In our proposed framework, we can
use any machine learning model architecture as 𝑀 , the
model used to learn the partitions. For instance, increas-
ing the number/size of the hidden layers or using a more
complex architecture (such as replacing a linear model
with a neural network) results in better-learned partitions.
However, more complex models require longer training
times and more memory to store the larger models. We
demonstrate this by training two different model architec-
tures, a neural network and a logistic regressionmodel,
and presenting their results in Sections 5.4.1 and 5.4.2.

(5) 𝜂: The balance parameter in the loss (Equation 5). This
value quantifies the trade-off between the two factors of
the loss function. Increasing 𝜂 makes the partition more
balanced, but a value of 𝜂 too high makes it more difficult
for the model to optimize the quality cost factor of the
loss function. We tuned 𝜂 and set it to the lowest value, re-
sulting in a balanced partition. We mentioned the specific
values of 𝜂 used in Table 3.

https://github.com/twistedcubic/learn-to-hash


5.2 Implementation Details
We demonstrate our partitioning performance with two different
model architectures:

• Neural Networks: Here, we used a small neural network
with one input layer and one hidden layer containing
128 parameters. Each network layer consists of a fully
connected layer, and batch normalization [20], followed
by ReLU activations. The final layer is an output layer
containing𝑚 output nodes followed by a softmax layer,
where𝑚 is the number of bins in the partition. To reduce
overfitting and to generalize well to unseen queries, we
use dropout [44] with a probability of 0.1 during training.
We train each neural network for about 100 epochs. We
compare this model’s performancewith baselines K-means
clustering and Neural LSH [11]. We also include results
for the data oblivious Cross-polytope LSH [3] to show
improvements in the performance of learning methods
over non-learning methods.

• Logistic Regression: Here, we used a simple logistic re-
gression model to divide the dataset into two bins at each
level recursively to form a partitioning tree. Each model in
the tree has two output nodes in the final layer, followed
by a softmax layer to output a probability distribution
over two bins. We trained each logistic regression model
for less than 50 epochs. We compare this model’s perfor-
mance with other tree-based partitioning methods that
recursively split the dataset using hyperplanes: Regression
LSH [11] (A variant of Neural LSH that uses logistic re-
gression instead of neural networks), 2-means tree, PCA
trees [1, 27, 43], Random Projection trees [9] , Learned
KD-tree [7], and Boosted search forest [28].

The model weights were initialized for both architectures with
Glorot initialization [14]. We trained both types of models using
the Adam optimizer [25]. To show the performance improve-
ments of ensembling, we used an ensemble of methods to boost
the retrieval performance of the neural network architecture in
our experiments.

In our experiments, we use the same number of bins for all the
methods to evaluate our approach’s representative performance.
We use PyTorch [36] to implement our algorithms.

5.3 Training Efficiency
We trained our models on a hosted runtime with a single-core
hyperthreaded Xeon processor, 12GB RAM, and a Tesla K80 GPU
with 12GB GDDR5 VRAM. Training multiple models in an en-
semble with million-sized datasets takes less than an hour, signifi-
cantly lower than the several hours of preprocessing time needed
for Neural LSH. We highlight the different training times for
different specifications in Table 3. The training times mentioned
in Table 3 are the total times needed to train three base models
in the ensemble while keeping GPU usage under 6GB.

We also need significantly fewer parameters on even the
largest model sizes to beat Neural LSH’s partitioning performance
when dividing the dataset into 256 bins. We highlight this in
Table 2.

Neural LSH Ours K-Means
No. of bins 256

Total parameters 729k 183k 33k
Hidden layer size 512 128 -

Table 2: Approximate number of learnable parameters of
selected space-partitioning methods when dividing SIFT

into 256 bins.

Dataset No. of bins Training time (minutes) Value of 𝜂
MNIST 16 2min 7
MNIST 256 12min 30
SIFT 16 6min 7
SIFT 256 40min 10

Table 3: Comparing our method’s approximate offline
training times and 𝜂 values with different configurations.

5.4 Performance Evaluation
We evaluate the performance of our method by comparing it with
space-partitioning methods using a neural network model and
tree-based methods using a logistic regression model.

We generate each of the graphs shown by successively search-
ing in more of the most probable bins returned by the algorithms.
We systematically note the k-NN accuracies with increasing can-
didate set size, |𝐶 |.

5.4.1 Comparing with space-partitioning methods. Here, we
present the performance evaluation of our proposed approach,
using a neural network as the learning model. Figure 5 shows
the comparison between our method and the selected baselines:
Neural LSH, K-means, and Cross polytope LSH. We test with 16
and 256 bins for all the baselines for the experiments to show the
trade-off between candidate set sizes and 10-NN accuracies. We
use hierarchical partitioning when dividing the dataset into 256
bins, first splitting into 16 bins and then sub-splitting each bin
into 16 more bins. Splitting the dataset into a greater number of
bins allows us to control the candidate set size, |𝐶 |, more finely
because searching each additional bin of points increases |𝐶 |
by a smaller amount. This leads to more points in the graph in
Figures 5c and 5d.

We see that our model performs better than Neural LSH even
using just one base model in the ensemble when partitioning
the dataset into 256 bins (in figures 5c and 5d). Partitioning the
dataset into a larger number of bins is an expected configuration.
It leads to greater k-NN accuracy in the online phase with smaller
candidate set sizes at the expense of longer training times and
larger models.

As for partitioning into 16 bins, we see almost similar parti-
tioning performance compared to Neural LSH with both datasets
in Figure 5 when we do not use any ensembling and train just one
model. The similarity in k-NN retrieval performance suggests
that our model learns similar partitions to Neural LSH without
using any graph partitioning algorithm in an unsupervised set-
ting and uses significantly less time. When using more than one
model in an ensemble, we see up to about 10% improvement in
k-NN accuracy using three models (Figure 5).

Table 4 shows the relative decrease in our method’s average
candidate set sizes compared to Neural LSH and K-means when



(a) SIFT, 16 bins (b) MNIST, 16 bins

(c) SIFT, 256 bins (d) MNIST, 256 bins

Figure 5: Comparing our method with space-partitioning baselines. X-axis: number of candidates retrieved in the candidate
set. Y axis: 10-NN accuracy (Up and to the left is better). Our method uses an ensemble of 3 models to boost performance.

dividing the SIFT dataset into 16 bins and maintaining a 10-NN
accuracy of 85%. The smaller candidate set sizes speed up ANNS
proportionately as we have to search through a smaller number
of points to attain the same 10-NN accuracy.

The experiments show that while Neural LSH can create high-
quality partitions of the dataset, our approach returns better can-
didate sets (i.e., Our candidate sets contain more of the k-Nearest
Neighbors for any given query point.) for query points since
we use multiple complementary partitions per dataset through
ensembling.

5.4.2 Comparing with tree-based methods. We compare the
performance of our approach with baselines that use hyperplanes
to partition the dataset (Figure 6). In this setting, we use binary de-
cision trees up to depth 10, which correspond to the dataset being
divided recursively into 210 = 1024 bins for each of the methods
compared. We note that our method, using a logistic regression
learner, significantly outperforms Regression LSH without any
ensembling. This is especially true in the high accuracy regime,
where in SIFT, for instance, to obtain a 10-NN accuracy of about
98%, our approach returns candidate set sizes that are about 60%
smaller than the best performing baselines.

5.4.3 Comparing with non-learning ANNS methods. In this
set of experiments, we demonstrate the ubiquitous effectiveness
of our partitioning approach in improving the performance of

Method Decrease in candidate set size for 10-NN search
Neural LSH 33%
K-means 38%
Table 4: Relative decrease in candidate size when

searching for 10-Nearest Neighbors in SIFT, maintaining
10-NN accuracy of 85% in Figure 5a

non-learning ANNS approaches. We incorporated our partition-
ing approach in the best-performing ANNS method ScaNN. We
first partition the data using our approach, where we split the
dataset into a predetermined number of bins. Then, for a given
query point 𝑞, we use our trained model to return a candidate
set of points that are likely to be near 𝑞. Finally, we use ScaNN
to search for the k-NNs of 𝑞 from its candidate set. In particular,
we use ScaNN’s novel anisotropic quantization method to speed
up this search. We term this pipeline as USP + ScaNN algorithm,
where USP refers to our proposed Unsupervised Space Partition-
ing approach. We show the effectiveness of this approach by
comparing USP + ScaNN with vanilla ScaNN (i.e., ScaNN without
any data partitioning algorithm run beforehand), ScaNN with
K-means tree partitioning (termed as K-means + ScaNN, where K-
means trees partition the dataset before running ScaNN), HNSW,
and FAISS. Figure 7 outlines the results of our experiments. On
average, the experiments show a 40% speedup in 10-NN retrieval



(a) SIFT, 1024 bins (b) MNIST, 1024 bins

Figure 6: Comparing our method with binary decision trees that use hyperplane partitions. X-axis: number of candidates
retrieved in the candidate set. Y axis: 10-NN accuracy (Up and to the left is better).

(a) SIFT (b) MNIST

Figure 7: Using our partitioning method to enhance ScaNN’s performance (Up and to the left is better). ScaNN + Ours
outperforms commonly used previous best ANNS baselines.

times compared to the best-performing approach, K-means +
ScaNN.

5.5 Comparison with clustering methods
The previous experiments show that our partitioning algorithm
generates superior partitions compared to state-of-the-art parti-
tioning baselines. Clustering algorithms (such as K-means clus-
tering) split datasets into clusters and thus create partitions. We
can similarly use our algorithm to create clusters of the dataset in
an unsupervised manner. We show that the clusters created from
our algorithm are better than the most commonly used clustering
algorithms.

We show the visualization of several 2D standard datasets
(moon and circles) from scikit learn [37], which are often used to
determine the pitfalls of clustering algorithms. We also test with
another sample dataset generated using make_classification from
scikit learn with four clusters, which is challenging for many
clustering algorithms. We compare our approach with common
clustering algorithms DBSCAN [12], Spectral clustering [35], and
K-means clustering in Table 5, where we show that our clustering
performance is optimal for the test datasets. The results show that

our approach successfully outputs the most natural clustering
regardless of the shape of the data distribution.

We note that even though spectral clustering achieves a simi-
lar quality clustering as ours, we cannot scale spectral clustering
efficiently to large and high-dimensional datasets. Thus, our pro-
posed partitioning approach can be a strong alternative to com-
monly used clustering techniques for high-dimensional datasets.

6 CONCLUSIONS
This paper proposes an end-to-end unsupervised learning frame-
work that couples partitioning and learning to solve the ANNS
problem in a single step. To facilitate the above, we propose
a multi-objective custom loss function that guides the neural
network (or any other learning model) to partition the space
suitable for providing high-quality answers for ANNS. To fur-
ther improve the performance, we propose an ensembling tech-
nique by adding varying input weights to the loss function to



Our Approach DBSCAN K-means Spectral clustering

Table 5: Comparing common clustering algorithms to our space-partitioning approach.

train multiple models and enhance search quality. Our exper-
imental evaluation shows that our method beats the state-of-
the-art learning-based ANNS approach while using fewer pa-
rameters and shorter offline training times on several bench-
mark datasets. We also show that our unsupervised partition-
ing approach boosts the current best-performing ANNS method,
ScaNN, by 40%. The code base of this paper is available at https:
//github.com/abrar-fahim/Neural-Partitioner.
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